Classification of Edges in Citation Networks

Everytime we read a paper we come across a set of references. In most of these cases we find some of these references are really useful while the others do not enlighten at least our current focus. This is because different references serve different purposes as follows:

 

A: Reference(s) corresponding to some work that is/are being extended in the current work

B: References corresponding to the work that are being compared with the current work.

C: Reference for definition + background etc.
D: References for Data


As a reader I might be interested to know one or more of the above roles of the references in the current work. For instance, I might want to know which are the methods with which the current work is being compared (point B). Of course there might be papers, which may be referred for more than one reason ... but there can be a priority (A is highest priority, B next and so on).

 

Approach:

---------------------------------------------------------------------------------------------------------

a) Build a citation graph from any one or more domain (ACL anthology/ DBLP/ Citeseer/ArXiv).

b) Perform n/w analysis of this network. 

c) Note that we are basically trying to label the edges of the graph using A, B, C or D.  Can we come up with an unsupervised labeling algorithm, which looks into some of the analyzed properties of the n/w and classify the edges of the graph. For instance, if a paper (P) is being referred for data, then it is quite unlikely that the neighbors of P will have citation links among themselves. Hence P is a star-like node with a high indegree but a low clustering coefficient.

 

Major Tasks:

--------------------------------------------------------------------------------------------------------------

a) Figure out the network properties that can characterize A, B, C and D. 

b) Devise an algorithm to classify the edges.

c) Test the performance of the algorithm (You may hand tag a set of references and compare your algorithm against it or you are free to come up with some more intelligent evaluation technique.

